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Introduction
filter out images whose recognition features are not robust.

recognize or verify faces by recognition features.

use the distribution of recognition features to cluster images.
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Goals

A recognition loss which can
1. [quality] tell whether a face image can be recognized.
2. [recognition] fully utilize easy samples while prevent noisy samples from 

overwhelming the training.
3. [clustering] more suitable distributions.

How can we connect all three tasks by recognition features?

MagFace!



Goals

𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 → 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛
𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 → 𝑞𝑢𝑎𝑙𝑖𝑡𝑦
𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 → 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔
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Methodology — MagFace
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Property of Convergence. For 𝑎; ∈ =𝑙>, ]𝑢> , 𝐿; is a strictly convex function 
which has a unique optimal solution 𝑎;∗.

Property of Monotonicity. The optimal 𝑎;∗ is monotonically increasing as hardness 
of recognition decreases.
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Experiments — Visualizations

Mean faces on IJB-C:

Feature distributions:



Experiments — Visualizations

Figure: Distributions of magnitudes. Figure : magnitudes v.s. confidences of 
being cluster centers.



Experiments — Quantitative Results
face recognition

face clustering

quality assessments



Summary

MagFace
1. a category of losses 
2. only requires class labels
3. has rigorous theoretical guarantees
4. magnitudes can represents qualities
5. benefit recognition by balancing easy/semi-hard/hard samples
6. benefit clustering with 

• more reasonable distributions 
• the ability to predict cluster centers



Thank you!
https://github.com/IrvingMeng/MagFace https://irvingmeng.github.io/
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